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Artificial Intelligence Software Development
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Presenter
Presentation Notes
  
For some, a mention of artificial intelligence (AI) summons images of robots running amok as humans valiantly try to put the genie back in the bottle
But the reality is that today’s AI — the ability of machines to learn from experience and perform tasks once only possible for humans — is already a reality and full of possibilities to enrich and improve human lives�
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Presenter
Presentation Notes
Smartphones - From the conspicuous AI highlights, for example, the voice-enabled assistants to not all that undeniable ones, for example, the catchy filters in Snapchat
Security - With advancements like facial recognition it won’t be long when all the surveillance camera takes care of are being observed by an AI and not a human.
Social Media Platforms - Next time you are hitting play on a suggested video on YouTube or watching a suggested appear on Netflix or tuning in to a pre-made playlist on Spotify, recall that AI is assuming a major job in that.
Navigation - Both Google and Apple utilize computerized reasoning to decipher a huge amount of data in order to give us continuous traffic information. For the maritime industry, AI enables the maritime industry to tackle issues like detection of ships and other items on the water also in alerting and assisting the captain with the navigation of the ship.
E-Commerce – AI helps eCommerce sites create personalized online experiences and recommend products uniquely suited to every shopper.
Banking - AI is looking out for your records and cautions you of extortion attempts.
Autonomous Vehicles - AI is employed to enable the cars to navigate through the traffic and handle complex situations
Smart Home - Its presence in home automation allows us to regulate our appliances, secure our homes, and even limit our expenses.



Artificial Intelligence

MSA Software Quality Assurance
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The development of computer 
systems able to perform tasks 
that normally require human 
intelligence, such as:
• visual perception, 
• speech recognition,
• decision-making, and
• translation between 

languages.

Presenter
Presentation Notes
The ideal characteristic of artificial intelligence is its ability to rationalize and take actions that have the best chance of achieving a specific goal. A subset of artificial intelligence is machine learning, which refers to the concept that computer programs can automatically learn from and adapt to new data without being assisted by humans. Deep learning techniques enable this automatic learning through the absorption of huge amounts of unstructured data such as text, images, or video. deep learning is achieved through neural networks, so called because they loosely mimic the interconnected structure of the human brain to provide a many-layered functionality.
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Network Rail

4

Model identified, classified 
and quantified the risk of 
ground movement around 
190,000 earthwork assets.

• Improved track safety
• Reduced Manual 

Survey Frequency

Presenter
Presentation Notes
Network Rail tasked Atkins to develop a Machine Learning (ML) classification model, written in Python, that assessed the structural integrity of its 190,000 earthwork assets. Using LiDAR survey data and Microsoft Azure ML libraries the model allows Network Rail to identify, classify, and quantify the risk of ground movement on and around their tracks. This enabled Network Rail to increase their public performance measure (PPM), improve track safety and reduce manual survey frequency. �
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Substantial Damage Estimation (SDE)

AI model developed to 
estimate residential 
damage patterns.

Model reduced overall 
number of inspections 
by 80%.

Presenter
Presentation Notes
Following the significant impacts of Hurricanes Irma and Maria in Puerto Rico and the U.S. Virgin Islands, Atkins developed a machine learning model (ML) to estimate residential damage patterns. The model used building, terrain, and storm attributes as inputs and predicted which areas of the island should be prioritized for further damage inspections immediately following the storm. This process allowed FEMA to complete its Substantial Damage Estimation (SDE) inspection program efficiently with limited data, reducing the overall number of inspections by 80% to only 146,039 buildings. Atkins continued to develop this model to estimate extreme damages across the island to future storms. The future predictions model was used to develop a database of potential building damage for wind speeds between 0-250 mph on the island. �
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Hanford Tank Farms
• 177 waste 

storage tanks
• 149 single-shell
• 28 double-shell
• Up to 1,000,000  

gallons each

Presenter
Presentation Notes
Hanford is home to 177 underground waste storage tanks – 149 single-shell tanks and 28 double-shell tanks ranging from 55,000 to 1 million gallons in capacity.  Those tanks are organized into 18 different groups, called farms.  SST were put in service in 1944 and designed to be in use for 20 years.  In 1950s SSTs began leaking waste into the surrounding soil.  
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DST
• Constructed 1968
• Carbon-steel tank
• AY-102 Leak 
• Transferred waste
• Avg. 3-10 mils per 

year corrosion

Presenter
Presentation Notes
Construction of DSTs began in 1968 to prevent leaks into topsoil.  In 2012 the oldest of the DSTs (AY-102) leaked into the annulus.  The tank was taken out of service and waste transferred to another double shell tank. After over 40 years in service there is a very real potential for carbon steel to corrode and cause pits in the tank wall. General surface corrosion typically results in metal loss over a larger area as opposed to concentrated pitting corrosion.  For carbon steel in neutral environments, the rate of general surface corrosion will be on the order of 3 – 10 mils per year (mpy)  NOTE:  1,000 mils = 1-inch.
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The Challenge
• DST annulus inspections
• SST in-tank inspections
• Remote inspection 
• Performed every 3-10 years
• 6-10 hours of video recordings 

per tank
• Enormous volume of data to 

review

Presenter
Presentation Notes
The Hanford Tank Operations Contractors have collected video recordings of tank inspections since circa 1990 for assessing and monitoring integrity of the tanks, which have been in service for 35 to 78 years. These inspection provide a general overview of the condition of the tank. Remote inspection equipment is used for DST primary and annulus inspections as well as the in-tank inspection of SSTs. each inspection produces approximately 6-10 hours of video recordings per tank. The DST inspections primarily focus on the condition of the tank steel and any noticeable signs of active aging mechanisms.  It takes hundreds of hours for operators to review the video records of just a few tanks.��
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Machine Learning
Structure Attributes
Data Input needed to train your model and generate 

predications
Infrastructure Platforms and tools for processing data 

including libraries and programming languages
Algorithms Tools for analyzing data including linear 

regression, decision trees, ensemble modeling, 
and neural networks (e.g., TensorFlow).

Visualization Tools to highlight and communicate results to 
the relevant decision makers including graphs, 
scatterplots, heatmaps, box plots and figures.
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Data
A machine learning algorithm is 
only as good as the data it’s fed. To 
use machine learning effectively, 
you must have the right data for the 
problem you’re trying to solve. And 
not just a few data points. Machines 
need a lot of data to learn 
— think hundreds of thousands of 
data points. 

Presenter
Presentation Notes
A machine learning algorithm is only as good as the data it’s fed. To use machine learning effectively, you must have the right data for the problem you’re trying to solve. And not just a few data points. The key identifier of general surface corrosion is an orange shade surface discoloration that appears to be smooth.  Whereas a key sign of localized or pitting corrosion is a raised surface and a less uniform coloration that may shift from darker orange to black over a small area. Data needs to be formatted, cleaned, and organized as input to an algorithm, two datasets are required: one to train the model and one to evaluate its performance.
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Infrastructure
• Programming 

language
• Development 

Environment
• Data Libraries 
• Visualization 

Methods

Presenter
Presentation Notes
The machine learning infrastructure consists of platforms and tools for processing data. 
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Algorithms
Once machines have learned how 
to identify images and find 
patterns, they can look at datasets 
and make predictions about new or 
future data. An algorithm can even 
tell you what data might be a better 
predictor, so you can adjust your 
inspection strategy.
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Visualization
One of the hallmarks of useful 
AI and ML applications is a 
highly customized, visual 
representation of the model 
that the AI expert develops. In 
most AI models, this feature is 
created through the use of 
graph-based neural networks. 

Presenter
Presentation Notes
Neural networks are a set of algorithms that are designed to recognize patterns, measuring error and modifying parameters to remove errors
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Machine Learning Process

Ask the 
Question

Understand 
the Data

Cleaning 
Data

Feature 
Engineering

Choosing the 
Model

Using the 
Model

Tuning & 
Evaluating Feedback

Presenter
Presentation Notes
To generate the best results from your data it’s essential to identify which variables are most relevant to your objective.  In practice this means being selective in choosing the variables and data to be included in your model.  Data Scrubbing may include row compression, binning, normalization. Standardization, filling in missing data.
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AI Failures

• TESLA X fatality
• TESLA S fatality
• TESLA 3 fatality
• Uber fatality
• Robot crash

Presenter
Presentation Notes
NHTSA selected 23 accidents to investigate that it suspects involve driver-assist systems, and of those, 14 (including this one) were Tesla vehicles.

In March 2018 Apple Software Engineer Walter Huang’s Tesla vehicle crashed into a damaged safety barrier on US Highway 101 at 71mph after the vehicle's safety systems failed to detect the barrier and accelerated into it.  The vehicle failed to provide a crash alert and didn't activate emergency braking.
December 2019 a speeding Model S ran a red light in Gardena CA and slammed into a Honda Civic at an intersection killing the two occupants in the Civic. On the same day, a Tesla Model 3 hit a parked firetruck on an Indiana freeway, killing a passenger in the Tesla. 
In March 2018, an Uber self-driving car in Tempe, Arizona struck a pedestrian who was walking outside of a crosswalk at night. The key revelation is that, while the vehicle had an automatic emergency braking feature, this was disabled because the car was in "computer mode." 
Chinese social media platform Weibo shows a robot tumbling down an escalator, crashing into and knocking over shoppers. The incident occurred on Christmas Day in China’s Fuzhou Zhongfang Wanbaocheng Mall.
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1. Cold Starts
2. Expecting the AI to do all the work
3. Rigid frameworks
4. Meaningless metrics
5. Setting and forgetting
6. Missing the bigger picture
7. Trapping users in bubbles
8. Failing to optimise processing time
9. Not valuing the employees
10.Not upskilling your team

Common Pitfalls 

By Sam  Franklin

Presenter
Presentation Notes
Cold Starts  - AI is fundamentally dependent on data. It’s the oil that powers the cogs of the machine (learning). That leads to the infamous cold-start problem. Basically, if a system doesn’t have enough data on its users, it can’t draw any inferences (and make good recommendations) until it does.
Expecting the AI to do all the work - One of the great advantages of AI is the flexibility of its processing power. But you can’t just chuck in whatever data you want and hope the machine learning will sort it out. In that respect, current-generation artificial intelligence is much like a human - garbage in, garbage out.
Rigid frameworks - It can be tempting, once you’ve come through the initial data processing, to think “there we have it, we’ve got these two datasets that align nicely and tell us exactly what skills each user needs.” But how many members of your team are exactly alike and never change over time? Just as they do, your algorithmic framework needs to be a continuous learner, expanding its knowledge and capabilities.
Meaningless metrics -Most of the above list is based upon user characteristics. But how do you know if your AI is performing its function in a way that satisfies those users? Too many learning programs in general, let alone those requiring the technical knowhow to incorporate AI, have fuzzy goals - or worse, none at all. Machine learning needs to know what good looks like in order to optimise for more of it. 
Setting and forgetting - Use the meaningful metrics from the previous step to elucidate just how well your machine learning is doing. From there, you can iterate - tweak the algorithm and tweak again. A/B test, see if your usefulness score is improving.
Missing the bigger picture –One of the great boons of processing data at scale is the ability to spot trends and to forecast. If you’re not paying attention, you might just miss that strategic insight that transforms an initiative, department - or even business!
Trapping users in bubbles - Have you ever purchased something only to see the same item show up in the adds on your internet searches. One of the potential limitations of AI is that if it’s not set up carefully, it can get virtual tunnel vision. 
Failing to optimise processing time - If we want our users to enjoy a smooth user experience, it’s something that we can’t afford to ignore. The sheer amount of calculations that take place to bring users machine learning-led recommendations requires strenuous optimisation to avoid long loading times that ruin the experience.
Not valuing the privacy and consent of employees - Smoothly optimised processing is the bedrock to a great user experience, but there are other factors that can affect user engagement when you’re processing data at scale. Put together a set of data principles that guide how you take care of users’ data and communicate those data principles to your team so they feel ownership and encouraged to use your platform as a safe space.
Not upskilling your team – Most of the points so far have covered the AI itself, the machine learning and algorithms that power your data-driven learning rovision. However, that machine can only do so much on its own. Guiding, tinkering and optimising it along its way will be your human team, so you need to make sure they’re equipped with skills they need to turn good to great.
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Nuclear Quality Assurance
• Software Engineering
• Baseline documentation
• Reviews
• Configuration Management
• Problem Reporting
• Procurement
• Operations
• Maintenance
• Standards & Conventions
• Support Software
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Application of NQA-1 requirements to AI – Part 1

Subpart 2.7
• Software Engineering
• Baseline documentation

• Design Req’ts
• Reviews

AI Process
• Ask the Question
• Understand the Data
• Cleaning Data
• Data Validation
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Data Acquisition

• LIDAR
• Color Camera
• 20 Cameras
• GPS
• Front LIDAR
• Rear LIDAR
• Side LIDAR
• Cooling System

Presenter
Presentation Notes
Determining the data requirements is paramount to developing an accurate AI model.  For example, the 1st UBER autonomous vehicle had the following data inputs that had to be acquired in real time. Top mounted Light Detection and Ranging (LIDAR) beams 1.4 million laser points per second to create a 3D map of the car’s surroundings. 20 cameras looking for braking vehicles, pedestrians, and other obstacles.  A color camera transforms the LiDAR map into color so the car can see traffic light changes.  Antennae on the roof let the car position itself via GPS.  LiDAR modules on the front, rear and sides help detece obstacles in blind spots, and a Cooling system in the car makes sure everything runs without overheating.
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Application of NQA-1 requirements to AI – Part 2
Subpart 2.7
• Software Engineering
• Baseline documentation

• Design
• Reviews
• Code
• Reviews

AI Process

• Feature Engineering

• Developing Model
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Feature Design did not:
• Recognize Pedestrian
• Limited to crosswalk
• 6 seconds reaction time
• Cycled between nodes 

(vehicle/bicycle/unknown)
• Collision warning off
• Emergency braking off

Feature Engineering

Presenter
Presentation Notes
Even if you have all the data input required, the feature engineering must account for all contingencies.  The fatal crash in 2018 of a autonomous UBER car into a jaywalking pedestrian at night in Arizona clearly demonstrates the problem of not correctly accounting for failure modes in the software.  The Uber software was not programmed to recognize a pedestrian anywhere but in a designated crosswalk. The vehicle’s sensors registered the victim’s presence nearly 6 seconds before impact—plenty of time to react. But the car’s computer couldn’t figure out what it was seeing. It cycled repeatedly among “vehicle,” “bicycle,” and “unknown,” Each time, it started its calculations all over again, wrongly assuming each cycle that it was sensing a new stationary object. So it never got the message that there was a pedestrian moving into its path,  The NTSB said The modified Volvo’s forward collision warning and automatic emergency braking systems were turned off. Had those off-the-shelf safety systems been enabled, the vehicle would have avoided the crash or at least slowed down enough to reduce the chance of a fatality even though the backup driver was on her cell phone at the time of the crash.




Develop Model

MSA Software Quality Assurance
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Model Development:
• Concept
• Inception
• Iteration/Construction

• Requirements
• Development
• Testing
• Delivery
• Feedback

• Release

Presenter
Presentation Notes

The Agile Process Flow
Concept - Projects are envisioned and prioritized
Inception - Team members are identified, funding is put in place, and initial environments and requirements are discussed
Iteration/Construction - The development team works to deliver working software based on iteration requirements and feedback
Release - QA (Quality Assurance) testing, internal and external training, documentation development, and final release of the iteration into production
Production - Ongoing support of the software
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Application of NQA-1 requirements to AI – Part 3
Subpart 2.7
• Acceptance Testing

AI Process
• Tuning & Evaluating
• Fault testing
• Ethical check
• Back-end review

Presenter
Presentation Notes
Check data for biases
Human on the back-end method. Helps to understand if this functionality is needed and if it’s trusted.
Testing many scenarios in different environments to uncover possible faults or inconsistencies.
Ethical check. Test the product in different environments.
Select diverse demographics for testing.
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Subpart 2.7 – cont’d
• Configuration Management

• Problem Reporting

Application of NQA-1 requirements to AI – Part 4
AI Process
• Model Modifications
• Data Libraries
• MISIM
• Automatic maintenance

• Error Handling
• Feedback

Presenter
Presentation Notes
Error Handling - Let the user intervene, support correction and dismissal. Explain to the user how the system learns based on their corrections.
Feedback - Design a flow where a user can provide actionable and understandable feedback for the model: Explain how feedback will benefit the user and improve results and use implicit feedback from user interactions (clicks, views, time, share, interactions).
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Machine Inferred Code Similarity (MISIM)

• Trains on huge amount of code 
already publicly available

• Figures out what the program is 
supposed to do

• Compares program to other similar 
programs.

• Makes the program faster or more 
efficient.

Presenter
Presentation Notes
The algorithm, called machine inferred code similarity (MISIM), is the brainchild of researchers from Intel, Georgia Institute of Technology, University of Pennsylvania, and MIT. Trained on the huge amount of code already publicly available on the web, MISIM can figure out what a program is supposed to do. Then, after finding other similar programs and comparing it to them, MISIM can offer ways to make the program faster or more efficient.
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Application of NQA-1 requirements to AI – Part 5

Subpart 2.7 – cont’d
• Procurement
• Operations/Maintenance

• Standards & Conventions
• Support Software

AI Process
• Procurement
• Using the Model
• Feedback
• Error Reporting

• Development Env.
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Summary
AI Process
• Focus on End Goal
• Emphasize DATA
• Empirical Process
• Feature Engineering
• Developing Model
• Acceptance Testing
• Use Model
• Iterative Process

Subpart 2.7
• Software Engineering
• Baseline documentation

• Design Requirements
• Design
• Code

• Acceptance Testing
• Operation/Maintainence

Presenter
Presentation Notes
Empirical process control expects the unexpected, while defined process control expects every piece of work to be completely understood in upfront.
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